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An embedded system is any digital system that is not 
considered a “computer”.  Examples include 
printers, cable TV boxes, Internet and WiFi routers; 
but also simple appliances like TV remotes, gate 
openers, ovens, dishwashers, etc.

What makes embedded applications different?  The 
answer is the software is a control program that is
interrupt driven. the software is mostly written in C 
due to needing low-level capabilities, some of which 
is written in assembly code.
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First, microcontrollers are almost always used in an 
embedded application (like a TV or game controller, 
etc.).  They are generally small, cheap, low power, low 
performance.

The whole original concept of a microcontroller --
starting with the Intel 8048, is a complete SMALL 
system on a chip: low power and low cost (and low 
performance).  For example, today the i8051 and the 
PIC18F are widely used at a price <$1.
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A sizable difference in applications environment results in 
different requirements for OS. Embedded systems typically 
use an RTOS -- Real-Time OS. That OS is designed to quickly 
perform task swapping in real-time response to external 
events that use interrupts. VxWorks is one such RTOS, and 
VRTX was popular decades ago.

Source code is whatever computer language a programmer 
writes a program in, including assembly code.  Machine 
code is an executable binary file -- produced by a compiler, 
interpreter or assembler (and possibly a linker).  I.e., the 
former is the begining and the latter is the end result.



COMP122

© Jeff Drobman
2016-2021Embedded Firmware

Embedded code is ANY and all software that controls a device 
or system, regardless of where it initially is stored (disk or ROM 
or flash). It excludes any "user" software or data. Once stored 
in ROM, those programs are not changeable, so are called 
firmware.

Firmware may be updated, though, if stored in flash EEPROM 
(actually writeable, but slowly). When your cable TV box for 
example is updated, it is the “firmware” that is updated (so 
stored in a writable ROM, e.g., EEPROM).  

Firmware often runs on a microcontroller class processor, 
which comes with on-chip ROM, but not always.
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Desktop and servers run an OS like Windows or Unix that contains BIOS
(Basic I/O System) code. This is usually “firmware” too, in that it should 
not be modified.

Gary Kildall created maybe the first BIOS for his CP/M microprocessor OS 
ca 1975.  Intel hired Gary to create their “blue box” development system 
OS Isis, and then he created his own variant he called “CP/M”.  AMD 
licensed CP/M for their own development system OS (they foolishly called 
AmDOS – and it was my job to provide tech support for it).
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I worked for IDT on their embedded MIPS CPU's (especially the 
R4600) in the 1990's. MIPS introduced MT in the late 1990's, 
along with "super-pipelining" (which was not really so special, 
as it is common now to have 8-11 stages). MIPS eschewed 
superscalar, even though its AMD 29K and Intel i960 comps 
used superscalar (in the 1990's). I believe that MT only came 
into its own since 2000 (as you said), as it is hard to make it 
effective enough. it started with only 2 threads (per core), but 
now I see 2-4 threads. hard for me to see how >2 threads 
helps any, since they have to share the same pipeline.
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RAM

Boot
ROM

0

1K

Reset

Used on small memory embedded systems

Shadow

Ø TSR = Terminate & Stay Resident
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MPU

MPU MCU

MCUMPU

MPU MCU

i8008, 6800

8-bit

16-bit

32/64-bit

i8048, i8051, PICi8085, Z80, 6502

i80n86, 68000, Z8000 Z8, ARM, PIC

29K, i960, ARM, PIC

1972

1975

1978

1985
Pentiums, MIPS
PowerPC, SPARC

Microprocessors
For
COMPUTING

Microcontrollers
For Embedded
CONTROL

RISC

CISC

Bit-slice Am2900
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Berkeley RISC (Patterson)

Register Windows
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Register Windows

Condition Codes = Flags
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1988 1991-2 1994-5
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29050 à K5 (x86 Pentium)
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Forerunner of i960
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Ø See separate slide set “SoC’s”
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625 sq mm?
(= 1 sq in)
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Ø See separate slide set “SoC’s”
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Ø See separate slide set “x86”



COMP122

© Jeff Drobman
2016-2021x86 History



COMP122

© Jeff Drobman
2016-2021x86 History



COMP122

© Jeff Drobman
2016-2021i8080 Code

Set low byte A = all 1’s or all 0’s

MOV
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AMD “Mullins” APU

Intel “Westmere” CPU

ARM 610
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Market Segment AMD Intel

Desktop Ryzen 4K/Athlon 3K Core i7/i9
(10th gen)

Laptop Ryzen 4000 Ice Lake

Gaming Ryzen Threadripper
+Radeon Core Extreme

Server/Workstn Epyc Xeon
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Ø See separate slide set “Intel”
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1 or 2 Threads/Core

1.75-3B Transistors
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>60 Cores
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Ø See separate slide set “AMD”
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AMD x86
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v CPU performance
v Power efficiency

8-32 cores5-19B Transistors
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CPU

128GiB DRAM
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CPU
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CPU PRO
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CPU
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GPU



COMP122

© Jeff Drobman
2016-2021AMD

GPU
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7nm Ryzen
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7nm Ryzen
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CPUServers
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AMD Ryzen 9 vs. Intel i9
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vIBM z15
vFujitsu Sparc
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Decimal
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MLM
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L4 OFF-CHIP
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Micro Architecture

ARM

SWoC
HPC-ACE



COMP122

© Jeff Drobman
2016-2021Fujitsu Sparc SoC

Micro Architecture
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vSupercomputers
vPEZY SC-2
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415,530 TFlops
Japan 6/2020
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2019
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2020

28.3 MegaWatts!

2.8x Summit
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ARM

IBM

IBM

Intel Xeon

IBM

Intel Xeon

Intel Xeon

Intel Xeon

AMD Epyc

June 2020
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Supercomputer Chip
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Supercomputer Chip
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Supercomputer Chip
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AMD

64-Core
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Intel
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Intel
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Intel
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Intel Core 4
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AMD

7nm

14nm

Zen 2
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Intel
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OS

Process 1

Process N

Core 
1

Core 
L

Core 
K

Core 
M

Scheduling
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Core 
1

Core 
L

Core 
K

Core 
M

Assignment
Java

Th
1

Th
2

Hardware MT

Thread xyz = new Thread( );
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Control Program/Monitor
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Control Program/Monitor

Monitor

OS

Com Shell

BIOS

File System

Task Mgt

Resident

CP/M
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Resident Monitor
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BIOS

CP/M
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RAM

Boot
ROM

0

1K

Reset

Used on small memory embedded systems

Shadow

Ø TSR = Terminate & Stay Resident
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CPI/IPC
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Cores & Threads

vBenchmarks
q Single Core/Thread
q Multi-Core
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Clock rate = 1/Clock cycle time
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CPU performance
v faster – Moore’s Law has guided the shrinkage of transistors which 

has an attendant increase in frequency. we have seen CPU clock 
frequency go from 1GHz to up to 5GHz (but mostly 2-3 GHz) 
today.

v performance of CPU’s is measured in “throughput” = clock period 
(1/freq) * instructions per cycle per (1/CPI) * number of cores (or 
execution units, i.e., pipelines), or   Perf = N / (f * CPI)

v we have seen minor (~5-10%) improvements in CPI over the past 10 
years, mostly due to hardware assisted out-of-order and speculative 
execution. number of threads has gone up, but that also has a 
limited effect beyond a 2nd thread per core.
Ø we have essentially reached the end of the line for single-core

CPU architecture improvements. Processor frequencies have 
been topping out along with the end of Moore's Law transistor 
shrinkage.

Ø so we are now seeing merely more cores, of both CPU and GPU 
types – which provide greater opportunity for parallelism, which 
may or may not be usable.
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1. transistor switching frequency (inverse 
function of feature sizes, e.g., 7-10 nm)

2. single vs. double clock phases
3. instruction cycle times:  determined by 

slowest pipeline stage
4. gating pipeline stage = longest logic gate 

path in the “ICU” state machine

v factors determining
max instruction cycle frequency

or minimum cycle time per core or pipeline (if superscalar):
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1. cache performance: miss rates, refill rates, line sizes, coherence 
and locality of reference for both instructions and data

2. context switch rates: events such as system calls, traps, 
exceptions and interrupts.

3. branch prediction performance coupled with branch rates
4. number of cores
5. number of threads per core
6. rate of multi-cycle instructions such as integer and floating-

point multiply, divide, other floating-point operations such as 
add, subtract.

7. degree of extractable (usable) parallelism in the given code 
determines effective utilization of cores, threads and co-
processors (e.g., floating-point units)

vperformance issues that make the CPU run 
slower than the max frequency:
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Frames/sec
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Frames/sec
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COMP222
© Jeff Drobman

20203 Levels of CPU Architecture

v Macro

v Microv Org (ISA)

System=
Multi-core
SoC

CPU Core internals Pipeline level

Pipeline level

COMP122

COMP122/222

COMP222

v Floorplan
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Instructions vs. ThreadsWiki
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vSuper- Pipelining
q Split some pipeline stages (4-5 à 8-11)
q Faster clock cycle à higher throughput (mips)
q Affect CPI?

vSuper- Scalar
q Multiple Execution Units (multi-issue pipelines)

§ each EU = ICU+ALU, with shared GR’s
q Hardware + compiler schedules instruction streams

vMulti- Threading
q Multiple control threads (usually 2, same/dif program)
q Programs can allocate code to threads
q Automatic scheduling of control threads
q 2 types:  SMT/superscalar or temporal (interleaved:  coarse/fine)

vMulti- Core
q Classic Parallelism:  multiple copies of the CPU
q Multiple L1/L2 caches (one set per core)

SISD

SISD

Execution
Unit

SISD

MISD

Execution
Unit

MUX

Th1 Th2

Th1

Th2 Th3Th1

CORE 1 CORE 2 CORE 3

temporal

superscalar
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COMP122
© Jeff Drobman

2016-2020Superscalar

EU1
EU2

pipeline1
pipeline2

Th1
Th2
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Virtual Thread Machine

Sits on top of Superscalar Multi-cores

Intel’s proprietary HTT
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Flynn Partition
Michael J. Flynn paper (U Illinois (UIUC), Ca 1969)

In
st

ru
ct

io
ns

Data

Single (S)

Multiple (M)

SIMD
Vector ProcessorStd CPU

MIMI

SI

SD MD
Superscalar

Supercomputer
GPU

Multi-core
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P&H Ch 6
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P&H Ch 6
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vSIMD
§ MIPS
§ ARM

vMMX = Multi-Media Extensions

vAVX = Advanced Vector Extensions
§ Intel
§ AMD
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P&H Ch 6MIPS
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P&H Ch 6
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AVX

vMMX = Multi-Media Extensions
vAVX = Advanced Vector Extensions

§ AVX2
§ AVX-512
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AVX

Intel
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AVX

AMD

Zen
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AVX2
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vSee separate slide set:  GPU
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Intel AMD

Hennessy & Patterson

Ø See separate slide set “GPU”
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CPU cores

GPU cores
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P&H Ch 9
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P&H Ch 9
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1968 Intel founded

1987

2009

(see separate slide set Chips & Fabs)
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Stanford Prof. Donald Knuth

Artificial (Pedagogical) ISA
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= 64-bit RISC Update to original CISC MIX
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Registers

ISA
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Trips, Traps & Interrupts

Hello World!

Trips, Traps & Interrupts

syscall

ORG

.data
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