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vPhone CPU’s
q Apple Phones (separate slide set)
q Qualcomm (Snapdragon) à slide 9
q MediaTek à slide 20
q Samsung (Exynos) à slide 24
q Google à slide 41

v Others
q Tesla à slide 55
q Amazon à slide 86
q SMIC China à slide 88
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• Google
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Apple ARM A5

GPU

CPU1 CPU2

12.1x10.2mm

Hennessy & Patterson
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Apple ARM SoC
the first ARM designs were for LOW POWER for portable devices. to achieve low power, the CPU was 
designed as simple RISC ISA and low clock frequency. Apple iPhones have used ARM from day 1, since 
they too initially didn't need high compute performance. over time, ARM models have evolved into more 
powerful models, including a 64-bit ISA -- necessary for today's computers. so now the time has come to 
start switching to ARM, mainly due to ARM being a licensable ISA and core that can be designed into 
anyone's SoC like Apple and many others do. I also note that the ARM ISA has evolved from a simple 
RISC to a more complex, CISC-like one.

Apple has just announced they will replace x86 CPU's on their Macs with their own ARM-based A13 (or 
next generation A14/15).  makes sense for them to use their own chips now that they are powerful 
enough.  this will also give Apple the same AI performance capabilities across all their hardware devices 
(e.g., Siri) -- way more AI power than any x86 chips.

The reason -- historically:  Apple has upgraded their Macs for the same reason any company does: to be 
competitive they have to use a top performance CPU. so Apple switched from the 6502 (Apple II) to the 
M68000 in the 1st Mac, then upgraded to the Mot PPC. but then Mot stopped making PPC’s, so Apple had 
nowhere else to go but x86 (Intel or AMD) – for Macs. note they have been making their own custom 
ARM-based chips (A series) for their phones.
Apple has long made their own chips with ARM CPU's since 2007 in their iPhones, designing an ever 
more powerful SoC (A4-A13).  These new A13 SoC's are now much better than the Intel x86 chips in 
overall performance -- including machine learning (ML) via on-chip GPU cores plus neural engine -- 
and with superior power management.
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ISA Cores Cache Speed
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Timeline
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Win 10
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Embedded
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855
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2021
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WikipediaARM-based
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ARM big.LITTLE
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One of the key challenges of computer design is how to pack chips 
and wiring in the most ergonomic fashion, maintaining power, 
speed and energy efficiency.
The recipe includes thousands of components that must 
communicate with one another flawlessly, all on a piece of real 
estate the size of a fingernail.
The process is known as chip floor planning, similar to what interior 
decorators do when laying out plans to dress up a room. 
With digital circuitry, however, instead of using a one-floor plan, 
designers must consider integrated layouts within multiple floors. 
As one tech publication referred to it recently, chip floor planning is 
3-D Tetris.
The process is time-consuming. And with continual improvement in 
chip components, laboriously calculated final designs become 
outdated fast. Chips are generally designed to last between two 
and five years, but there is constant pressure to shorten the time 
between upgrades.

https://techxplore.com/tags/digital+circuitry/
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Google researchers have just taken a giant leap in floor planning design. 
In a recent announcement, senior Google research engineers Anna 
Goldie and Azalia Mirhoseini said they have designed an algorithm that 
"learns" how to achieve optimum circuitry placement. It can do so in a 
fraction of the time currently required for such designing, analyzing 
potentially millions of possibilities instead of thousands, which is 
currently the norm. In doing so, it can provide chips that take advantage 
of the latest developments faster, cheaper and smaller.
Goldie and Mirhoseini applied the concept of reinforcement learning to 
the new algorithm. The system generates "rewards" and "punishments" 
for each proposed design until the algorithm better recognizes the best 
approaches.

AI/ML

v Floor Planning

https://techxplore.com/tags/new+algorithm/
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vGoogle ARM SoC
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vSnapdragon

v Samsung Exynos

vGoogle ARM SoC
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vTPU
vPNC
vTitan M
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The first Google chip will probably pack an octa-core ARM CPU 
with two Cortex-A78, two Cortex-A76 and four Cortex-A55 cores 
alongside ARM Mali GPU based on Samsung’s 5nm manufacturing 
process.

Google Whitechapel is going to be an upper mid-range chip 
compared with Qualcomm’s Snapdragon 700 series SoCs. Custom 
silicon will benefit Google over driver updates. It’s not the first time 
the company is trying to come up with it’s own chip. Google earlier 
collaborated with Intel in 2017 to develop Pixel Visual Core for the 
Pixel 2.
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Google's probably going to have to use 
someone else's 5G modem, and 
considering that Google is very closely 
tied to Verizon, it will likely still be a 
Qualcomm modem, possibly an x60 or 
x55. However, if Google wants to be 
forward-thinking, it should be an x60 or 
x65.

v 5G Modem
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19 new MCU’s
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Tesla designs
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Tesla designs
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1.8 Exa Flops!
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Aug 2021
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90% at
28nm



COMP122

© Jeff Drobman
2016-2024ARM vs China


